











































































































Danylo L Week 6Weekf Section MCB 112

Some ofwhat we discussed in lecture

given some null hypothesis on how data
is generated how surprising is a particular
observation of data

Pff ofheads
µ

Ho fair coin

gp
cake P 325heads

i

s of heads1Nflipsi
15 11

25 30

For section today a mix of things but they're all connected

given data how do we make a new hypothesis

revisit Bayes Rule

estimation of parameters for binomial normal

see how T scores arise from estimation off
concepts behind p set



Parameter Estimation Inference

Given some data X Xu we'd like to

describe the process that produced the data

x.LI Weights of Siberian huskies

latrineweight
in

what particular A o describe X xn

of heads out of N flips of a coin

H wt pub p
Tul prob i p

N times

what partnuin p describes of head lips



Notation tf is a hypothesis on how the data was generated
particularsof the parameters of the underlying

probability distribution

Ey fo dogweights D µ Is kg o 5kg3

Eye for an unbiased coin D p O53

The big question we'd like to answer

givendatsthmostprobable 0

ft a hypothesis on how dataD was generated

EI I weigh 5 dogs and make a histogram

dogs

p
howprobable is it that µ s meh

A
µ IS probableI

n Is weight blog

E I get 25 heads in 30 flips

fair hypothesis how probable is it
that p p heads o s



Suppose we had some set of hypotheses Q On

Given data howprobable is a particular hypothesis0k
likelihood priori
howprobable is thedata

how porbabe is our

given our hypothesis istrue
hypothesis prior to

seeing data

PfaID P DIED PHI
k

posterior
IP D marginal

how probable is thedatahowprohible is our
hypgthesis Ok underall possible

postseeing thedata hypotheses

Marginal recap

P D EPCD tutti true apdodssihengllone.es

o.IR D o i lPffi MXAunt
i P 1 14 ply

JP DIMPLE dt
if on A number of Cf's



thee My Weekly Schedule
Sun

I

D What day it is MondayThursday who knows

Data how many Zoom meetings I had today

D 5 data but also data 50

Ex Marginal

IP 3meetings P 3 meetings AND it's Monday
t

P 3 meetings AND it's Sunday

EEP 3 meetings AND it's ithday ofweek

Ep 3 meetings lithday Pf th day



Comparingtroposterilhypotheses

P Monday 3meetings pfsneet.us Mon lPlMon

lP 3 meetings

P Thursday13meetings PGmeet.mg Thu Plthu
PC3meetings

To compare these two I can take a ratio

The denominator cancels out

Buckton
givendathatthmostprobabko

We can scan over a lot of Q's to look

for a particular D w the highest IPCoID

P lotD PLDIO
IPHPMccaionipiiigdepoosmteriwII.nu



If we have some prior beliefs IP Q
it just feels like a Thursday

the 0 that maximizes PCDH Ptt is

the Maximumapo stieri MAP estimate

If we further assume uniform priors on f

Plotts RlDHP

PHD

then themost probable 0 given the data

is the that maximizes the likelihood

Plot D LP Dl f

This is Maximum likelihood Estimation



conceptbeh.nddi.beihoodlPCDIo wlbinomial

binomial
process R trials

each trial has successprob p

k success
howmany successes out ofNtrials

m
p p

Eptptpt.INtrials

X ksnues.es N.p Y pkCl p
N k

Up describes

plkhead
d

lot of k24Nsop daftest

y

F as

i

pIS f k head
03 OM OS 0.6 0.7 0.8

observed X 25 of
30flips

key point the likelihood measures overlap of data w
a data generation probability process parameterized by f



Maxlikelihoody of Bin.net

Observed data 25 heads 130flips
What's the max likelihood estimate of p
The p that maximizes the likelihood

IP Kl Nip L p Y pkh.pt
K

This is a function of p We can maximize it

by finding p s't fp Llp 0

Ip Llp fp Y p
k h p

n k

gross chain rule take the log

log Llp log LY t K log p INb logItp

Ep log Up Ip N

p
O

Ip NIK
i p

K Kp Np Kp D IN



So given we observe k heads out of N flips
the max likelihood estimate of p is

Pfkheadstp Hop 0 S I H p kn

in

of heads

Is
Things to consider

is He invalidated
does this mean He has to be the correctmodel
what if we had prior beliefs on

IP E P prob of heads
maybe we reallytrust the coin is fair



Ultra X Xun NIMo2

For one data point

PCKxln.in a ae tIIY
For n data points write the joint likelihood

LIM a P X x Xn xn Mo

RIX x Moe P K xnMoD

I.IR Xi xilM.o4
IIl2no7texp

lk
zoI

l2to7EITexp HiFI
att E expf Ei h

Take the log

log L 1m07 I logtho EHijo
we'll find MLE again by taking derivatives



MLEfor

In log 11mi If 21 1 0
202

f Ekiln
The MLE for µ is just the sample mean

MLE

For log 4m04 FF t zHz9 o

Skipping some steps 0
2 In 4 Xi µ

2

But wait if we only observe X Xn We

dont know µ

Replacing µ w F 0
2 In Ea Iki I

2

It turnsout this is a biased estimator of
the population 02 see Bessel's Correction

Unbiased
estimate S2 Xi xP
of population
Variance



Hypothesistesting
X Xn deNIM o in small

true 0

p y
S estimated r

ef
eddata

x

5 estimated µ

Q How likely is it that µ is the population mean

Compute distance b w µ and I scaled by
11

typical fluctuation in IT which is Ig standard
n error

of the
Standard score

mean

own

If 0 is known this is a Z score 2 II
own

If Eisen we estimate it with S

this is a T score T
j

w 1 degrees
n of freedom



Zi
LA

g n 2 O z y 6

T distribution has fatter tails
It allows for IT to be far away from µ
because we had to estimate 02 from the data

We could have estimated toosmall a 02 which
means the T score would be larger than it
should be hence more probability of big 1scores

At large n we estimate 02 well
T dot converses to Z Dist

So the T dist can arise from estimation of
an uncertain 02 given data

On the p set we will marginalize over many
potential 02 s



conceptforPSet teabags ME
There's a true a

Menino's.ee

eon.Iieiii.asa few datapoints

Goal bet on candidate 1M 02
given only a few observed datapoints

How We'll assume a Kid ofpossible µ ol

o f this
F

or

we can compute
how probable they are

given our data

with a posterior P M oh Xi Xn



1pmoYx xD

pfxn.sk MoYPM
PLK Xn

likelihood independentobservations

PIX in M.o7 PlXi mo4x xP Xn Mo4

IIlPlxilMo7

tIi e
c

prior P M o Pla Plod

marginal PIX Xn PLY Xn ANDM o

GG PIX tn MolPGno



Extras mean

The expectation or average of IT

E I ECT IE Xi IN TE EA me fam

INNM
sunkmeans

µ
So the average IT is indeed µ the population average

Now for the spread in I Its variance

Until Varft E Xi
favart Eixi Varlax a2Vwlx

Is IEVarki independent variables

ta EI 02 Each XinNIM02

IN Not
02

T2 so txt TE Ern
themore N we observe the closer I is to µ



ExtraiCDFexamplesay
we have a normal

I
g

thinly infoaY'fld

PBF
y z I O l 2 3 f

PLX E l is the integral from to 1 of fk
A CDF is an integral from to someplace offlx

CDF x I f x dx often rotated as FLA

So PLXE D CDF t
The further right we integrate to we can only add to

the integral so CDF X cannot decrease w x

FIX
n Q drawthe CDF

as gqi
III.TT

x

O Hint integrateuptox


